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1. Summary of the impact 
From biometric data captured in borders and immigration systems, to the police deployment of 
facial recognition technologies in UK cities, the use of algorithms in the processing of biometric 
data has become central to contemporary security. Durham University research has advised and 
held to account UK public authorities in their formulation and implementation of algorithmic 
biometric technologies. As a direct result of Amoore’s research-based evidence on the ethical 
implications of algorithms for a UK government review and a parliamentary select committee, she 
serves on the only ethics committee within the UK Home Office, the Biometrics and Forensics 
Ethics Group (BFEG). The BFEG is responsible for the scrutiny and oversight of biometrics and 
data analytics technologies. Through the BFEG, Amoore’s research has directly shaped 
accountability regarding the ethical considerations of the use of algorithmic biometric technologies 
in public spaces.  
2. Underpinning research 
Durham University research has pioneered the understanding of how biometric data are 
transformed through algorithmic techniques. Biometric data are a special category of personal data 
related to a person’s physical or behavioural characteristics, and merit special treatment under 
current data protection law. Novel forms of algorithmic processing and analysis have important 
social and political consequences because of how they assemble and use those data in new ways. 
Public accountability and scrutiny of algorithmic biometrics is, however, constrained by the 
complexity of computer models used to analyse the data. Existing societal mechanisms – data 
protection, privacy, transparency – are not sufficient because they have not kept pace with this 
technological transformation. Research led by Amoore has identified the novel forms of algorithmic 
analysis of biometric data that are deployed for security, policing, and border control, and has 
advanced a unique body of knowledge of the implications of this analysis for public accountability 
and oversight.  
 
The research has defined the state-of-the-art knowledge of how biometric data have been 
transformed through machine learning algorithms, cloud data storage, and digital analytics. 
Amoore’s approach has been underpinned by a novel conceptualisation of algorithms as iteratively 
constituted through their relations with the world (reference R1). Coupled with pioneering methods 
for ‘following the algorithm’ as part of an iterative socio-technical system (R1), this 
conceptualisation allows for an extension of what can count as an algorithmic decision system, and 
necessitates close, sustained engagement with governments, borders and policing authorities, 
algorithm designers, commercial software organisations, and NGOs (R1, R2, R4). 
 
Through this longstanding engagement, the research has generated substantive empirical 
evidence of the processes of algorithmic biometrics, extending from the design and training of 
algorithmic models to their deployment by frontline authorities (R1, R4). Evidence has included how 
algorithmic biometrics are deployed in a range of pre-emptive security interventions (R2, R6). The 
research also anticipated and tracked how new forms of biometric analysis, such as facial 
recognition and gait recognition, were beginning to be used in the securing of public space (R1). 
‘Data derivatives’ produced from aggregated data become decoupled from the individual subject 
and attached instead to a profile of attributes (R5). The research analysed why and how biometric 



data are thus rendered linkable to other forms of behavioural data (R3). In this way, associations 
are generated across data elements, inferences are drawn about the probability of specific 
behaviours, and security interventions are justified and deployed (R1, R3).  
 
Amoore’s research has explored the ethical implications of this transformative shift from biometrics 
as ‘one-to-one’ identifiers of individuals to biometrics as data elements in a broader ‘big data’ world 
(R1, R4). The research has specified the issues for public accountability and oversight of the 
algorithmic analysis of biometric data, focusing on: automation and algorithmic decisions; the 
processing and analysis of multi-modal data that combine biometrics and behaviour; and the limits 
of privacy and data protection as regulatory and juridical principles (R1). Existing legislative and 
regulatory approaches are undercut and superseded by algorithmic methods that decouple 
biometric data from their context and combine them with other types of big data, allowing 
governments and commercial authorities to overlook the deep potential harms that can result (R1, 
R3). The research has also identified the ethical challenges for governing emerging biometric 
technologies such as emotion detection, voice recognition, and sentiment analysis. Such emerging 
biometrics are not effectively governed by simply restricting access to personal data because they 
are often generated as a reusable by-product of other forms of big data, such as social media 
images or CCTV video (R1). 
 
The research proposes that new societal, ethical, and regulatory responses are required (R1). In 
response, Amoore has developed a substantive new approach to ethics in the age of algorithms 
and cloud computing (R1). This goes beyond ethical codes designed to govern biometric identity, 
proposing that the algorithm itself has ethical bias, assumptions and values, and embracing the 
principle that every interaction with the algorithm is of potential ethical significance. The research 
has explained why existing ethical approaches that attempt to grapple with the challenges of 
algorithmic biometrics – such as ‘ethical AI’ or ‘algorithmic accountability’ - are unable to account 
for the inequalities and discrimination resulting from the interactions of data and models in their 
training, trials, and deployment (R1). Instead, Amoore has proposed ethical approaches that 
redefine what is at stake with biometric data, shifting the emphasis from identifying individuals to 
the expanded questions of discrimination, bias, and injustice involved in iterative human and 
algorithmic decision-making.  
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4. Details of the impact  
The impact of the body of work described in Section 2 has been to advise and hold to account the 
UK public authorities who design, implement and deploy algorithmic biometric technologies. The 
impact has developed from extensive engagement over a 14-year period with international public 
authorities, commercial organisations, and NGOs. This activity developed knowledge about the 
intersection of biometric data and algorithms, for example through the International Air Transport 
Association’s Passenger Risk Assessment Study (2014) based on an ESRC-funded knowledge 
exchange placement. While we do not claim impact from that activity here, it shaped the context 
and content of Amoore’s impact on the governance of biometric data and algorithms in UK public 
life. As a direct consequence of research findings presented to three public bodies, Amoore was 
appointed to the Home Office’s Biometric and Forensic Ethics Group, which emerged in response 
to evidence provided by Amoore and others of a governance gap in relation to biometric data and 
the implications for security and public life. We describe this sequence of impacts in turn. 
 
In 2014, Amoore and Piotukh provided written evidence to the Ministry of Justice’s ‘Review of the 
Balance of Competences between the United Kingdom and the European Union Information 
Rights’ (evidence source E1), published in December 2014. Durham research was cited 
extensively in the final report, specifically in relation to questions of data protection and 
accountability that follow from new forms of data and data processing. The Durham evidence was 
cited in the context of the fundamental right to data protection (E1, Paragraph 1.75), the 
inadequacies of current transatlantic approaches to safeguarding personal data (E1, Paragraph 
2.52), and the interconnectedness of the movement of data and the movement of things and people 
(E1, Paragraph 2.102). In particular, the evidence informed the report’s discussion of ‘concerns’ 
with the control of data in cloud computing (E1, Paragraph 3.25) and the need for trust in cloud 
computing: ‘Durham University also cautioned about the lack of transparency about the relationship 
of responsibilities and processes within the Cloud’ (E1, Paragraph 3.26).  
 
Amoore provided written and oral evidence in November 2014 to the House of Commons Science 
and Technology Committee on ‘Current and future uses of biometric data and technologies’. The 
evidence was the only social science submission to detail how biometric data have become newly 
analysable and linkable with algorithmic techniques. Amoore highlighted the implications for public 
transparency and accountability that follow from the use of biometric data in algorithmic analytics. 
Her testimony informed three key areas of the committee’s report (E2), published in March 2015. 
First, the committee identified trends in the use of biometric data, specifically the move towards 
linking different types of biometric data with other data through ‘advanced algorithmic analytics’ 
(E2, Paragraphs 21-23). Second, the report discussed the problems posed by biometric data, with 
Amoore’s testimony demonstrating that the issue is not only with the underlying science of 
biometrics, but also with how biometric data are put to use in machine learning algorithms (E2, 
Paragraph 47). Third, Amoore’s testimony highlighted the inadequacy of current regulatory 
approaches to biometrics and biometric systems, and the need for greater transparency, public 
scrutiny, and accountability (E2, Paragraphs 47, 66, 81, 83). The government response to the 
report, published in September 2015, noted the concerns and stated that the government was 
considering whether to apply ethical oversight to biometric data (E3). 
 
Amoore subsequently provided written and oral evidence to the Science and Technology 
Committee’s evidence session on ‘Algorithms in decision making’ in November 2017. This 
evidence again informed several key areas of the committee’s report (E4), published in May 2018. 
Her testimony was cited in support of the framing argument that algorithms can be used to identify 
patterns in big data (E4, Paragraph 2), and critically underpinned the view that some form of bias 
is ‘intrinsic to the algorithm’ (E4, Paragraph 32), supporting the committee’s conclusion that 
‘[a]lgorithms, like humans, can produce bias in their result, even if unintentional’ (E4, Paragraph 
44). Finally, Amoore pointed out that algorithms based on machine learning may not be fully 
transparent and understandable in their functioning, even to their writers (E4, Paragraph 59). This 
view, and others, informed the committee’s view that transparency about an algorithm’s ‘inner 
workings’ should be accompanied by an explanation of how it works (E4, Paragraph 66).  
 



In sum, Amoore’s evidence and testimony to three separate bodies helped to establish the need 
for new forms of public accountability that are appropriate to how biometric data are being used 
and combined through algorithms. In response to the governance gap in biometric data and 
technologies identified by Amoore and others and noted by the government in E3, the Home Office 
established a non-departmental advisory public body – the Biometrics and Forensics Ethics Group 
(BFEG). The BFEG is the only formally accountable ethics committee within the Home Office. Its 
members are ministerial appointees whose role is to provide independent ethical advice to Home 
Office ministers and the Science Secretariat on the ethical impact of the capture, retention, and 
use of human identification data on society, groups, and individuals. It replaced the National DNA 
Database Ethics Group, whose sole focus was on DNA in relation to Home Office activity. Amoore 
was appointed to the BFEG in December 2017. The former Chair of the BFEG (2017-2019) 
confirms that ‘[a]t the point of her appointment, Louise’s research findings had led her to make 
some substantial contributions to the public debates about the ethics of biometrics’ (E5), citing the 
aforementioned testimony and evidence to the Science and Technology Committee, including the 
identification of a governance gap, the need for public accountability, and the use of biometric 
identifiers becoming big data inputs for subsequent machine learning (E5). 
 
The first area where Amoore made what the former Chair describes as a ‘major contribution’ (E5) 
to the work of the BFEG was in relation to live facial recognition technologies. In March 2018 (E6, 
p.6) a BFEG Facial Recognition Working Group was set up to consider the police use of facial 
recognition systems. The Working Group conducted an inquiry into the use of automated facial 
recognition systems in public places, such as transportation hubs and urban areas (E7). The 
implementation of such algorithmic biometric systems mirrors exactly the scenarios Amoore 
cautioned against in her evidence to the Science and Technology Committee (E2, E4), wherein 
machine learning algorithms learn from biometric and transaction data in order to identify patterns 
in human behaviour. The former Chair of the BFEG summarises Amoore’s role in the inquiry: 
‘Overall, and in the context of the team of diverse specialisms within BFEG, Louise has drawn on 
her research knowledge to provide expertise on the ethics of novel biometrics such as facial 
recognition, gait and voice recognition’ (E5). Amoore co-authored the Working Group report on 
facial recognition (E7), published in February 2019, which recommended that trials and 
deployments of facial recognition technologies cease until such time as a legislative framework is 
in place (E5, E7). It detailed the ethical principles that should govern decisions on future uses of 
such algorithmic biometrics. As a direct result of the report, public trials and policing deployments 
of facial recognition technologies that were planned for February 2019 ceased. A meeting took 
place between the Working Group and the Metropolitan Police Service in March 2019, conveying 
specific advice and guidance on the ethical design of scientific trials in public spaces. As a result 
of the Working Group's intervention, facial recognition technology will now not be trialed using the 
data of members of the public (E5, E8).  
 
The Facial Recognition Working Group, chaired by Amoore, was subsequently commissioned by 
the Home Office Science Secretariat to report on the sharing of biometric data and algorithms 
across public and private authorities. The resulting briefing note (E9), whose publication was 
delayed to January 2021, advises government ministers and policing authorities on the ethical 
aspects of sharing digital biometric data with private entities such as shopping centres. Following 
widespread public concern amid the sharing of facial biometric data between the Metropolitan 
Police and the Kings Cross property developer Argent, the briefing note provides the first public 
recommendations for ethical oversight of public-private biometric data sharing. The briefing note 
finds that the police and private companies are sharing biometric data, as well as the algorithms 
and cloud platforms used to store, combine, and analyse them, in an unregulated way. It cautions 
that the advent of public-private collaborations in algorithmic biometrics ‘has the potential to 
exacerbate discrimination and bias, particularly in cases where a public authority does not 
scrutinize the private entity’s training dataset and algorithm testing’ (E9). It recommends that all 
new collaborations in biometric data and algorithm sharing must be subject to independent review 
and scrutiny, with ‘proposed deployments’ subject to review and ‘monitored at regular intervals 
during their operation’ (E9).  
 



In April 2019 the remit of the BFEG was expanded to four working groups with ‘broad thematic 
relevance to the use of biometrics, forensics and large and complex data sets in the Home Office’ 
(E8). Beyond her work on facial recognition, Amoore is currently centrally involved in two further 
streams of BFEG work (E5). First, she is a member of a working group focusing on the ethics of 
large and complex datasets and machine learning in immigration workstreams. Second, she is 
involved in a project developing a data ethics framework to integrate the work done by the BFEG 
into guidance for government. Within these groups, Amoore has advised cross-departmental 
projects considering the use of machine learning and biometric data, providing guidance to 
government data scientists on the ethical issues of discrimination, transparency, fairness, and 
human and algorithmic decision making. For example, following Amoore’s advice that existing data 
protection impact assessments (DPIAs) for biometric and algorithmic systems did not take new 
technologies such as cloud storage into account, improvements have been made to future DPIA 
templates for Home Office projects. In line with Amoore’s research findings that ethical concerns 
extend beyond the source code of the algorithm and into every interaction between the algorithm 
and people (R1), the DPIA template now extends to processes of trialing, testing and recalibrating 
the system. This change is significant because the DPIA is both a legal requirement and a primary 
mechanism for public transparency and accountability. In her announcement to the House of 
Commons in May 2020, the Minister of State, Home Office, thanked BFEG for ‘its strategic advice 
… on the development and testing of new biometric technologies’, and put before Parliament 
‘recommendations covering the testing and use of live facial recognition technologies by police 
forces’ and ‘the design and implementation of DPIAs with the Home Office’ (E10). 
 
In summary, Amoore’s research has made a substantial contribution in connecting the issues of 
algorithmic technologies and biometric data, and advising public bodies on the range of significant 
new ethical issues surrounding novel algorithmic biometrics, including ‘enabling the Home Office 
to better understand the ethical implications of the choices presented by advances in technology 
and helping it develop the tools to manage technological develop [sic] in a way which respects 
individual rights while enhancing public safety’ (E5). 
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